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ARTICLE INFO ABSTRACT

Keywords Cybersecurity is an essential topic, as most of our daily activities are
Anomaly Detection,  controlled by web applications. These applications become susceptible
CNN algorithm, to various threats that lead to unauthorized access to personal data.

Cybersecurity, LSTM  Therefore, protecting application data has become essential.

algorithm, Supervised  Supervised machine learning is widely utilized in various applications,

Machine Learning. such as spam detection; it functions as a powerful tool for automating
decision-making and producing predictions based on historical data.
This study employs supervised machine learning to classify anomalies
in a network using the NSL-KDD dataset, which is utilized to assess
intrusion detection techniques. This dataset contains no repeated items
in the training subset, making the approach impartial to any particular
items. This research utilizes approaches such as CNN, LSTM, hybrid
CNN-LSTM, RBFN, MLP, and SVM. Evaluating multiple algorithms
and analyzing their results to select the most efficient option is
typically a wise strategy. The results of the implemented models were
evaluated and compared based on detection rate, time efficiency, and
accuracy. The findings demonstrate that the CNN-LSTM hybrid model
exceeded the benchmark methods, with a detection rate of 99.61% and
an accuracy of 99.8%.
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1. Introduction

Intrusion Detection Systems (IDS) can be defined as systems that monitor the traffic of data
within a system and distinguish abnormal transactions that may lead to unauthorized access to data
[1]. The detection process depends on rules or previously defined events or suspicious activities
[2]. The basic architecture of an IDS system is shown in Figure 1. The figure shows that the
detection process needs information from many sources in order to detect anomalies [3,4]. The
detection process is performed using a variety of approaches like statistical approaches, machine
learning procedures, deep learning methods, etc. [5]. Other approaches in the literature combine
the mentioned methods (hybrid) and suggest more efficient methods [6]. The performance of a
method can be dignified using different metrics such as detection rate and time. Machine learning
algorithms show a significant role in the ground of IDS. Many studies in the literature have done

to improve the detection rate [7].
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Figure 1. A typical IDS system [4].
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2. Experimental

The researchers In [9] planned a machine learning-based IDS system for detecting network
attacks. They involved six machine-learning algorithms that were mixed with the Principal
Component Analysis (PCA). These algorithms are KNN, SVM, Cat Boost, XGBoost, and QDA.
The results of the proposed system showed a superior performance with efficiency of accuracy of
99.9%. The dataset used in their work was UNSW-NB15 which includes network attacks with
mixed activities. Moreover, the researchers in [10] combined Random Forest and Posterior
algorithms to build an IDS system to improve the detection accuracy of the proposed method
related to the traditional models in the literature. The machine learning and deep learning
algorithms can compound to tackle issues in IDS systems. For instance, the work [11] proposed
an IDS system that associations SMOTE approach and the XGBoost approach. The datasets used
were CIC MalMem2022 KDD-CUP-99. Their results showed 99.99% of accuracy for the first and
100% for the second. In the literature, many works have been proposed to optimize the current
machine-learning algorithms such as [12-16]. In a study performed by [17] ,various data stream
methods were utilized on the CICIDS2017 datasets, encompassing multiple novel forms of attacks.
The optimal algorithm that meets the requirements of high accuracy and short computation time
was selected after the results. Moreover, the UNSW-NB15 dataset and CNN are applied by [18]
to create a supervised network in order to save time and money, Recursive Feature Elimination
(RFE) and Extreme Gradient Boosting (XGB). Also, bias toward the dataset's majority class is
lessened via the Bayesian Gaussian Mixture Model (BGMM) and Synthetic Minority
Oversampling Technique (SMOTE) with a 98.80% accuracy rate for binary classification and a
96.49% accuracy rate for classification into multiple categories, including the data demonstrate
that this model outperforms existing techniques. One of the important problems in cybersecurity
literature is the efficiency of the intrusion detection system that detects abnormal phenomena
accurately and fast. Therefore, it is required to adopt a system that can detect anomalies in a
network efficiently. This paper is about to propose a method that can do so. The remaining parts
of this paper are: The research method proposed in this paper is illustrated in Section 2. The gotten
results and deliberations are demonstrated in Section 3. Section 4 provides conclusions and some

future works.
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3. Research Methodology

The main two steps of this work are extracting features from data and then performing the
classification on the data. The dataset utilized in this work was NSL-KDD [19], which is used for
purposes of testing methods of intrusion detection. This dataset does not have repeated items in
the training subset, which makes the approach not biased to any of the items. The dataset has items
related to attacks and normal activities that will be used to train and test the methods. It is worth
mentioning that this dataset is widely used in the literature. The first step in this work was to extract
the features, but before that, the data was pre-processed and partitioned to 80% for training and
20% for testing. The evaluation of the results was performed mainly using the detection rate (DR),

which is calculated according to the following Eqg. (1).

TPR

DR=————"—-
TPR(TPR+FNR)

@)

Where the optimistic rate is denoted by TPR, and the untrue negative rate is signified by FNR.
The other assessment metric used was accuracy, which can be calculated using the following Eq.
2).

TNR+TPR
TNR+TPR+FNR+FPR

Accuracy =

()

Where the total true negative rate is denoted by TNR and the total true confident rate is signified
by TPR, the total false negative rate is denoted by FNR, and finally, the total false positive rate is
denoted by FPR. The time consumption was also considered in the evaluation, which represents
how long the detection takes. In deep learning, the Convolutional Neural Network (CNN) is
considered an efficient algorithm for object recognition. It is widely used in recognizing patterns
in data. It is also simple to implement as shown in Figure 2, adaptable, and consumes few
parameters. In contrast, Long Short-Term Memory (LSTM) is another deep-learning algorithm
resulting from Recurrent Neural Network (RNN). It is used to capture long-term dependencies in
data objects. It is considered efficient and provides high accuracy. The architecture of LSTM is

shown in Figure 3.
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Figure 2: CNN typical architecture [20].

This work used a combination of CNN and LSTM models to generate one efficient model. The
CNN-LSTM with multilevel feature extraction is the main model that is used to achieve the
purpose of this research. The construction of the network is exposed in Figure 4. As known, CNN
IS not too sensitive to time step, but the case is different when dealing with LSTM because it is
sensitive to each time step order. Also, to make the long sequence be recognized and shorter, the
CNN can be involved as a preprocessing step by distinguishing the high-level features. Therefore,
the CNN is used as a preprocessing layer to the LSTM layer. One of the most important features
of this integration is that it provides a better amount of training time, which improves the efficiency
and the whole performance of the method. Also, as proved in the literature, the accuracy of CNN-
LSTM outperforms the accuracy of most of the available algorithms [20-26]. The general

workflow of the suggested method is exposed in Figure 5.
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Figure 3: LSTM typical architecture [24].
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Figure 4: CNN-LSTM hybrid architecture [25].

Figure 5:

4. Results and discussions
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Workflow diagram of the proposed method.

After the operation of the CNN-LSTM model, the results were benchmarked with other algorithms
in the literature. The first benchmarking method is Radial Basis Function Networks (RBFN) [27],

which includes the input layer, hidden layer, and output layer. The other benchmarking algorithm
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is Multilayer Perceptron (MLP) as shown in figure (6) [28], which is the basic form of neural
network with multilayer. The last benchmarking method is Support Vector Machine (SVM) [29].

Nodes Edge

Input Layer Hidden Layer Output Layer

Figure 6: Multilayer perceptron (MLP) neural network.

The CNN and LSTM were implemented separately. In addition, the hybrid CNN-LSTM and the
benchmarking methods were also implemented. Table 1 shows the findings of all the used
methods. According to the table, the performance of the CNN-LSTM model overtakes the other
benchmarking models in relations of detection rate and accuracy. However, the time consumed for
CNN-LSTM was longer than the other models. This is because the combination of CNN and
LSTM needs more computations and procedures. Also, the architecture of the CNN-LSTM is more
complex than the other. On the other hand, the SVM model provides better performance in terms
of time and the detection rate along with the accuracy are considered acceptable. The CNN and
LSTM models provides higher detection rate and accuracy compared to the benchmarking, which
means they are still good options for anomaly detection. The visualization of the presentation of
each model in terms of DR, Correctness, and time are demonstrated in the Figures 7, 8, and 9

respectively.
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Table 1 - Performance of the models considered in this work.

Method DR Accuracy Time
CNN 96.32% 94.8% 1.6 min
LSTM 97.45% 96% 1.8 min
CNN-LSTM 99.61% 99.8% 1.9 min
RBFN 68.92% 78.1% 1.7 min
MLP 95.73% 92% 1.2 min
SVM 93.27% 90.6% 1.1 min
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Figure 7: Visualization of the detection rate (DR) of all the models.
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Figure 8: Visualization of the accuracy of all the models.
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Figure 9: Visualization of the time consumption of all the models.

5. Conclusions

This study aims to employ machine learning methodologies for anomaly detection. To this end,
numerous supervised machine learning models were employed to categorize anomalies inside a
network utilizing the NSL-KDD dataset. The employed models included CNN, LSTM, hybrid
CNN-LSTM, RBFN, MLP, and SVM. The efficacy of each model was assessed using three
metrics: detection rate, accuracy, and time consumption. The outcomes of the executed models
were assessed and compared against one another. The results indicate that the CNN-LSTM hybrid
model surpassed the benchmark approaches for accuracy and detection rate. The most efficient
model regarding time utilization was SVM. Future research should employ many models across
various datasets to identify the most effective approach for intrusion detection tasks.
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