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Abstract  

The random Laplace and Fourier transforms are very important tools to solve 

random heat problems. Unfortunately, it is difficult to use these random integral 

transforms for solving the fractional random heat problems, where the mean 

square conformable fractional derivative is used to express for the time fractional 

derivative. Therefore, this work adopts the extension of the random Laplace 

transform into random fractional Laplace transform in order to solve this kind of 

heat problems. The stochastic process solution of the fractional random heat in an 

infinite medium is investigated by using  random fractional Laplace transform  

together with random Fourier transform. The mean and the standard diffusion of 

the stochastic process solution is computed for different value of fractional 

order. When α = 1, the results show  agree with the available results in the 

references context. 
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1. Introduction 

Over the past two centuries, the heat diffusion equation has played an important role to 

be a powerful tool for studying and analyzing the conductive transfer and storage of heat in a 

solid material. In fact, the heat equation is describes the process of the thermal conduction 

inside the solid material, of fixed size and shape, and study the heat switching with the external 

space through its boundary. The historical contexts refer that Jean B. J. Fourier (1768-1830) 

was the first person who find a mathematical formula for the heat equation, at the beginning of 

the nineteenth century. The Fourier’s contribution has made a great influence in the 

development of many sciences, such as; biological sciences, physical sciences, earth sciences, 

chemical sciences, and social sciences [2, 24]. Conversely, Albert Einstein concerned on 

studying the Brownian motion and he found that the Brownian motion is a solution to the 

Fourier’s heat equations in a certain sense. In fact, the Albert Einstein’s study of Brownian 

motion led to an interpretation of Fourier’s heat equation to a new type of differential equations, 

which we define it today as stochastic differential equations [25, 18]. 

In the last few decade, many authors concern with the applications of differential equations 

with fractional order in many real life problems. Such types of differential equations is called 

fractional differential equations (FDEs) [16, 21, 22]. On the other hand, many of researchers 

mixed between the heat(diffusion) equation and the fractional calculus such that: in (2004) 

Povstenko et al. who depend on heat conduction equation with time fractional derivative by 

Caputo derivative to write about theory of thermo elasticity, and in (2013) they used time 

fractional heat (conduction) equation in a composite medium of two semi- infinite medium 

when the solution was obtained the Laplace that respect to time [26],[27].To describe the 

phenomenon of heat (conduction), in(2013) Xu et al. used the fractional Cattaneo heat 

equation in fractional form semi-infinite medium [32]. In the last years, studying the effect of 

randomization in the behavior of solving fractional differential equations takes a great 

attention by many researchers [31, 2, 20, 29, 10]. There are many methods have been used to 

investigate the problem of random heat diffusion in a finite medium such as; finite difference 

method [17, 12],  finite elements method [19] and random perturbation method [11]. In (2018) 

M.-C. Casaban et al. study the construction of mean square (m.s.) analytic numerical solution 

of stochastic processes by random Fourier integral transform [9]. Some researcher mixed 

between the random equation and the fractional calculus like Burgos at el. in (2015) when they 
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study the random fractional(Caputo) equation with random conditions. Recently, in 2014, M.-

C. Casaban et al. solved the random diffusion model using mean square approach to extend the 

deterministic case in Fourier transform to the random framework[6] . In (2015) M.C. Casaban 

et al. introduced a new formula of Laplace transform to to solve the stochastic process. This 

transform is called by the random Laplace trans- forms (RLT). The (RLT) has been used to 

find an explicit solution for random heat equation in semi-finite medium [7]. On other hand, at 

the same year Thabet Abdeljawad presented fractional Laplace transform when he can 

development R. Khalil definition in conformable fractional derivative to solve linear fractional 

equations [1]. This paper is concerned with the studying of a m.s. solution for the random 

time-conformable fractional heat diffusion (conduction) in one dimensional infinite medium. 

In 2015, M. -C. Casaban et al extend the classical Fourier transform method to random 

framework (random Fourier transform) in order to find an analytic-numerical solution for 

random diffusion problems in the mean square sense [7]. Also, the random Fourier transform 

has been used to solve random parabolic partial differential equation[8]. In fact, this extension 

enables us to find the Fourier transform for a stochastic process. Unfortunately, the random 

Fourier transform alone is not enough to solve the random time-conformable fractional 

diffusion problem in an infinite medium  

2

t 2

U
T U(t,x) A (t,x), x ( , ) and t 0

x

 
=   −  


                                                               (1) 

U(0,x) (x,B), x ( , ).=   −                                                                                        (2) 

   So, we propose the implemented the random fractional Laplace transform together 

with random Fourier transform to find an analytic stochastic process solution for this problem. 

Also, an approximate mean and variance of the analytic stochastic process solution is 

investigated.  

2. Preliminaries 

Elementary and fundamental concepts for this paper will be given and reviewed briefly in this 

section for completeness purpose: 
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Definition 2.1 [15, 3]: A σ- algebra F is a family of subsets of  the sample space Ω (a set of 

all possible events in an experiment) such that  

1. Ω ∈ F 

2. If  C ∈ F, then the complement set Ω\C in F 

3. if C1, C2, ..., Cn is a sequence of set in F then their union or intersection of count ably 

many algebra. 

Definition 2.2 [15, 3]: A probability space is the triple (Ω, F, P ) where  Ω is a nonempty  set, F 

is an σ−algebra subsets of Ω and P  is  probability measure function P  : F  → [0, 1].  The 

probability  of   C for all C ∈ F, P (C), is required that: 

1. P (Ω) = 1 

2. (Countable additivity) whenever C1, C2, ... is a sequence of disjoint. 

Definition 2.3 [14, 28]: Let (Ω, F, P ) be a probability space. Then the real random variable 

(r.v.) U
 
: Ω → R defined on probability space  (Ω, F, P ) is called of order p ≥ 1 (p−r.v.),  if 

pE[(U) ] ,  where E[•] is the expectation operator. 

 The space Lp(Ω) of all random variables of order p ≥ 1 (p− r.v.s) with the norm 

  

1

p p

p|| U || (E[(U) ])=                                                                                                      (3) 

is a Banach space. In particle, when p = 2 the r.v. U is called 2− r.v. if E[(U )2] < ∞, the 

space L2(Ω) of all (2−r.v.s) with the norm 

  
1

2 2

2
U (E[(U) ])=                                                                                                             (4) 

is Banach space and it is Hilbert space with the inner product, 

 (U, V ) = E[UV ],  U, V  ∈ L2(Ω)                                                                                          (5) 
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Similarly the real r.v. U  is called fourth order r.v. (or 4− r.v.) if 4[(U) ]  +The space 4L ( )  

of all 4− r.v.  endowed with the norm 

    

1

4 4

4
U [(U) ]= 

              
                                                                                              (6)  

 is a Banach space [30, 13]. 

Definition 2.4 [28]: The n-dimensional random  vector  of a second  order  r.v.s Ui , i =  1, 2, 

..., n defined by 

   U = (U1, U2, . . . , Un)                                                                                                   (7) 

and constitutes a linear vector space if all equivalent r.v.s are identified. The space 
2

nL ( )  of  all n-

dimensional random vectors with the norm n j 2
j 3,...,n

|| U || Max || U ||
=

=  is Banach space. 

Definition 2.5 [5]: A stochastic process (s.p.)is  a  collection of r.v. that is, for each 

t ∈ T = [t0, ∞), U (t) = Ut is a r.v. defined on a probability space (Ω, F, P ). 

Definition 2.6 [5]: A s.p. U (t) t ∈ T = [t0, ∞) is called  second  order  s.p.  or (2−s.p.) if U (t) 

∈ L2, for eacht ∈ T = [t0, ∞). The norm of U (t) denoted in the usual manner by ǁU (t)ǁ2 is 

defined by 

  
2 2

t t t t2
U U ,U [(U ) ]=   =                                                                                               (8) 

Also, a s.p. U (t), t ∈ T , where E[U 4(t)] < ∞ for all t ∈ T = [t0, ∞), will be called a 4− s.p. [30, 13].  

The norm of U (t) denoted in the usual manner by ǁU (t)ǁ4  is defined by 

  4

4
U(t) E[(U(t)) ]=                                                                                                                     (9) 

Definition 2.7 [23]: The s.p. U (t) , t ∈ T = [t0, ∞) is called Gaussian s.p. if for every 

t0 , . . . , tn ∈ T , then random vector Ut0 , . . . , Utn are independent Gaussian random vector. 

U = (U1, U2, . . . , Un)
T                                                                                                                                                      (10) 
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t 

 

Definition 2.8 [23]: If U (t) is an 2 s.p. then for each, t1, t2 > 0 the two dimensional 

deterministic function ΓU (t1, t2) = E[U (t)U (t)] is called the correlation function associated 

to U (t). The correlation function ΓU (t1, t2) of an 2−s.p. U (t) always exists since  

( )
1 1U 1 2 t 2t2 t tt ,  t  U U U U         = E E

1 2t t
2 2

U U                                   (11) 

For more details about the basic theories and properties related to  m.s calculus can you see [28].  

In 2019 , Sara M. Attieh used the the m.s. limit to extend the conformable fractional calculus to the 

random framework[4]. This section contain summarize some basic important concepts depends on 

m.s. mean square conformable fractional calculus . 

Definition 2.9 [4]: Let U (t) ∈ T be 2− s.p., then for all t ∈ T , the mean square conformable 

fractional derivative (m.s.CFD) of U (t) of order 0 < α ≤ 1, TαU (t), is defined as: 

1

t t
h 0

U(t + ht ) U(t)
T U l.i.m.[ ]

h

−


→

−
=

  
                                                                                  (12)                                          

that is  

 

1

t
h 0

2

U(t + ht ) U(t)
lim T U(t) 0

h

−


→

−
− =                                                                           (13)  

Definition 2.10: Let U (t) ∈ T be 2− s.p., then for all t ∈ T , the partial m.s.CFD (TαU (t, x)) 

of Ut of order 0 < α ≤ 1 is defined as: 

 
1

t
h 0

U U(x, t + h) U(x, t)
T U(t, x) = (t, x) l.i.m.[ ]

t h

 −



→

 −
=


                                                     (14) 

Definition 2.11 [4]: Given tU , t [a,b]  is 2− s.p., then the m.s.CFI (
a

tI U ) of tU  of order 

0 1  is defined by  

       

t t

a 1

t s s

a a

I U U ds s U ds, a t −

 = =                                                                            (15)
 

 Where the integral is the m.s. conformable fractional Riemann integral. 
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3. Random Fourier Transform: 

It is well known fact, the s.p. is r.v. for instant of time, so the s.p.  is discontinuous function. Therefore 

deterministic Fourier transform can not be applied for the stochastic process. This reason motivate M. -

C. Casaban et al.  to introduce the random Fourier transform as follows [7]: 

Definition 3.1: For any m.s. of s.p., U (x) which is defined for all x R , and 

Satisfy  

 2|| U(x) || dx


−
                                                                                                         (16) 

 The random Fourier transform of the stochastic process U (x) is given by the following 

m.s. integral 

 i1
U( ) [U(x)]( ) e U( )d , R

2


− 

−
 =   =   


                                                                (17) 

Remark 3.1 

1. The integrations in (14) is usual integral while in (16) is m.s. integral. 

2. The norm in (14) is m.s. norm. 

3. Any stochastic process satisfy (14) is called m.s.  absolutely integrable on R. 

4. Note that, U( )  is s .p .  

Example 3.1 [7]:  If  B is  a  r.v. such  that s sE[| B| ] , s s    for some non-negative integer 

s0 and for some positive constants ν and µ. Then the random Fourier transform for 
2Bxe−  is 

given by the stochastic process 

2

4B
1

e , R.
2B


−

  

Lemma 3.1: If U (x) is a 2-s.p. such that the following properties are hold for all R: 

1. The stochastic process U (x) is m.s. absolutely integrable and m.s. continuous 

differentiable. 

2. The first and the second m.s. derivative of the stochastic process U (x) are  mean 

square absolutely integrable and m.s. continuous differentiable.     
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then  

[U (x)]( ) i U( )  =                                                                                                          (18) 

2[U (x)]( ) U( )  = −                                                                                                     (19)               

The convolution theorem plays a fundamental role in applied mathematics. In fact, the 

convolution is an  integral operation on two given functions that creates a new function, 

clarifying how the shape of the first function  is modified by the second function. This operation 

is given by the integration of the product of these two functions after the first function is reversed 

and shifted. In m.s. sense, the convolution theorem can be defined for any two 4-s.p. V (x) and U 

(x) such that  

2 2

4 4[|| U( ) || ] d , [|| V( ) || ] d ,
 

− −
                                                                                    (20)       

Then for all x ( , ) −   the convolution s.p. of  V (x) and U (x) is given by the following m.s. 

integral  [7]  

(V U)(x) U( )V(x )d


−
 =  −                                                                                                  (21)         

4. Random Fractional Laplace Transform (RFLT) 

Definition 4.1: The 2-s.p. U (t)  belongs to the  class Cα for some α ∈ (0, 1], if and 

only if the following statements are holds: 

1. ( )
1

U( )t   is m.s. integrable. 

 2. ( )U t 0, t  0.=     

 3.  There exist a positive constant (a) and (a) positive nonzero constant M such that 

    

1

at|| U(( t) || M e                                                                                                      (22)            
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Definition 4.2: For specific α ∈ (0, 1], if U (t) is a 2-s.p. belong to C  then the random 

fractional Laplace transform of U (t) is define by 

   
t

s

0

U (s) L [U(t)] e U(t)d t,s ,Re(s) a.


−


 = =                                                          (23)     

Remark 4.1: 

1. The integral in (23) is m.s. fractional integral. 

2. The norm in (22) is m.s. norm. 

3. Note that, U(s)  is a s.p. 

Lemma 4.1: The relationship between the random Laplace transform  and the RFLT 

is given by [17]: 

( ) ( )
1

L U t L U t[ ] [ ( )] 
=                                                                                    (24)             

Where  

      ( ) ( )st

0

L U t e U t dt



−=      is the random Laplace transform. 

Proof. 

      
t t

s s
1

0 0

L [U(t)] e U(t)d t e U(t) t dt

  
− −

 − 
 = =                                                (25)          

Let 
t

 =


 , we have  
1d t dt.− =  Substitution this change of variable in equation (25), 

one can have  

 
1 1

su

0

L [U(t)] e U(( ) ))d L[U(( t) ]



−  
 =   =                                                        (26) 
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Theorem 4.2: (Linearity): Let U (t) and V (t) are 2-s.p. U (t) is belong to the class Cα for 

some α ∈ (0, 1], where A, B are random variables then: 

   ( ) ( ) ( ) ( )[ [L AU t BV t AL U [V ]t BL t    + = +                                                       (27)                  

Proof. 

             

t
s

0
L [AU(t) BV(t)] e [AU(t) BV(t)]d t

−

+ = +




   

                              
t t

s s

0 0
AU(t)e d t BV(t)e d t

− − 

= + 

 

    

                              
t t

s s

0 0
A U(t)e d t B V(t)e d t

− − 

= + 

 

     

                                          AL [U(t)] BL [V(t)]= +      

Theorem 4.3:  If the 2-s.p. U (t) is belong to class Cα for some α ∈ (0, 1],where A is random 

variable then : 

  
A

L [A]
s

 =                                                                                                              (28)                    

Proof.     
t

s

0
L [A] e A d t

−

= 




   

                        
t

s

0
A e d t

−

= 



   

                        
A

s
=  

Theorem 4.4: If 2-s.p. U (t) is belong to class Cα for some α ∈ (0, 1], where A is random 

variable then : 

    
t

A 1
L [e ]

s A
=

−




                                                                                                                              (29)                          

Proof .  
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t t t

A A s

0
L [e ] e e d t

−

= 

  

  
   

                                
t

(A s)

0
e d t

−

= 



   

                                
1

(s A)
=

−
 

Theorem 4.5:  Let the 2-s.p. 
t

U(t,A) sin(A ) (t)


= 


and
t

V(t,A) cos(A ) (t)


= 


 are belongs to 

class C  for some (0,1] , where A is random variable and (t) is the unite step function then : 

1.
2 2

A
L [U(t, A)] .

s A
 =

+
                                                                                                    (30)                     

2.
2 2

s
L [V(t, A)] .

s A
 =

+
                                                                                                                (31)                      

Proof. 

Since,  
t

iAt
sin(A ) Im(e )




=


 , where Im denotes to the imaginary part of the complex random 

variable.  

Now, by using simple computations, one can have  

              
t t

iA s

0

t
L [sin(A ) (t)] Im(e ) (t) e d t

−

= 

 

 
  


 

                                     
t t

iA s

0
Im(e e )d t

−

= 

 

    

                                     
t

(iA s)

0
Im e d t

−

= 



  

                                     

t
(iA s)

t

e 1
Im(lim( ) )

iA s iA s

−

→
= −

− −





   

                                     
1

Im( )
s iA

=
−
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s iA

Im[ ]
(s iA)(s iA)

+
=

− +
  

                                     
2 2

2 2

s iA
Im( )

s A

A
.

s A

+
=

+

=
+

  

Since 
t

iAt
cos(A ) Re(e ),




=


 we can prove 
2

t s
L [cos(A ) ]

s a
=

+






 in similar manner. 

Theorem 4.2: Let the second order stochastic process U(t, x) is belongs to the class Cα for 

some (0,1] , and if U(t, x) is m.s. differentiable on T when variable t ∈ T , then the 

(RFLT) of ( )tT U t,  x  of order (0,1]   is defined as: 

 
tL [T U(t,x)] sU (s,x) U(0,x)

 = −                                                                            (32)                 

Proof. 

                  
t

s

t t

0

L [T U(t, x)] e T U(t, x)d t


−

  
 =   

                                        
t t

s s

0

0

e U(t, x) | s e U(t, x)d t

 
− −

  = +   

                                        sU (s, x) U(0, x)= − . 

Theorem 4.3: Let the s.p. U(t, x) is belongs to the class Cα for some α ∈ (0, 1], and if U(t, x) 

is m.s. differentiable on T when variable t ∈ T , then the (RFLT) of 
( )

t

U t,  x


 of order 

(0,1]   is defined as: 

 1.
dU (s, x)U(t, x)

L [ ]
x dx





=


                                                                                     (33)               

2.
22

2 2

d U (s, x)U(t, x)
L [ ]

x dx





=


                                                                                   (34)                   
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Proof.(1) 

t
s

0

dU (t, x) d
U(t, x) e d t

dx dx


−

 =    

               
t

s

0

U(t, x)
e d t

x


−




=
    

               
U(t, x)

L [ ]
x




=


. 

We can use the same manner of proof (1) to prove (2). 

5. Solving Random Time-Fractional Heat Equation 

This section devoted to solving the random time-fractional heat diffusion (conduction) in one 

dimensional infinite medium. The proposed procedure is suggested applying the RFLT together 

with applying the RFT with respect to t and x respectively. 

We start the analysis by the following lemma which is explain the ability of exchange between 

the random fractional Laplace operator and random Fourier operator. 

Lemma 5.1: Let Ξ = {(t, x) | x ∈ R, t ≥ 0 }, if U (t, x) be a 2-s.p. ∀ (t, x) ∈ Ξ such that: 

1. U(t,x)  is m.s. time-fractional integrable. 

2. 2|| U(t, x) || dx , t 0


−
     

3. If there exist c positive constant and (c) positive nonzero constant M such that : 

      ct

2|| U(t,x) || Me , x R.     

Then  

       (L (U(t, x))) L ( (U(t, x)))  =                                                                                          (35)       
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Where L  is the RFLT and is the random Fourier transform with respect to t and x 

respectively. 

Proof. By using the definitions of the random fractional Laplace operators and the random 

Fourier operators and the exchange of integrations order , we can easily prove  as follows : 

t
s

0
L ( (U(t,x))) (U(t,x)e d t



−


  =   

  

                      
t

s
i x 1

0

1
U(t, x)e e t dx dt

2



− 
−  −

−
=


                                                                   (36) 

                      
t

s
i x 1

0

1
U(t, x)e e t dt dx

2



− 
−  −

−
=


                                                           (37) 

                      
t

s
i x

0

1
U(t, x)e e d t dx

2



− 
−  

−
=


                                                               (38) 

                      i x1
L (U(t,x))e dx

2


− 


−

=

                                                                       (39) 

                      (L (U(t, x)))=  . 

Theorem 5.1: The analytic solution of the random time-fractional heat diffusion (conduction) in 

one dimensional infinite medium which governed by ( 1 ) - ( 2 ) is  

  

2

4AtU(t,x) ( x,B)e d
2At



−


 −


=   −                                                                                 (40)             

Proof. By taking the random fractional Laplace transform  with respect to t to both sides of ( 1), 

it follows : 

    
2

t 2

U
L (T U(t,x)) L (A (t,x))

x



 


=


                                                                                      (41) 

By using the properties of  RFLT which stated in chapter three ,  it follows: 

     
2

2

U
sU (s,x) U(0,x) A (s,x)

dx





− =                                                                                     (42) 

By using the initial condition( 2), one can have  

 
2

2

d U
sU (s,x) (x,B) A (s,x)

dx


 − =                                                                                        (43)                                  

In order to solve (43) we apply the Fourier transform with respect to x as follows: 
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2

2

d U
(sU (s,x) (x,B)) (A (s,x))

dx


 − =                                                                               (44) 

 By using lemma (3.1),  implies to: 

    2s (U (s,x)) ( (x,B)) A (U (s,x))  −  = −                                                                        (45) 

By using lemma (5.1), we have  

2sL ( (U(t,x) ( (x,B)) A L ( U(t,x))  −  = −                                                                       (46) 

2

( (x,B))
L ( (U(t, x))

A s


 
 =

 +
                                                                                                   (47)                          

Applying the inverse of the random fractional Laplace transform  for (47) as follows : 

   
2 t

A

(U(t,x)) ( (x,B))e



− 
 =                                                                                                (48)                                 

By using the result in example (3.1 ),we have  

 

2
2x t

4At(e ) e
2At






− −





 =                                                                                                       (49)                     

By substituting (39) in (38), we get  

 

2x

4At(U(t, x)) ( (x,B)) (e )
2At




−




 =                                                                                  (50) 

Applying the inverse of the random Fourier transform and the convolution theorem , the analytic 

solution will take the form: 

    

2x

4Ate
U(t,x) ( x,B) d

2At A




−



 −


=  −                                                                              (51) 

Corollary 5.1: under all the assumption  related to the r.v.s. K and A which  are stated in this 

paper,  the first, E[U(t,x)] , and second moment, 2E[U (t,x)] ,  are given by  

  

2

4Ate
E[U(t,x)] E[ ( x,B)]E[ ]d

2t A




−



 −


=  −                                                                    (52)                            

  

2 2
1 2( )

4At
2

1 2 1 2

e
E[U (t,x)] E[ ( x,B) ( x,B)] E[ ]d d

2t A



  +
−

 

 − −


=   −   −                                   (53)       

Proof . By taking the expectation to the both sides of the s.p. in equation(40), one can have  

2

4Ate
E[U(t,x)] E[ ( x,B) d ]

2t A




−



 −


=  −                                                                          (54) 
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By using the property of switching the integration and expectation, the above equation become in 

the following form  

2

4Ate
E[U(t,x)] E[ ( x,B) ]d

2t A




−



 −


=  −                                                                           (55)                                    

Since the r.v.s. A and B  are independent, we can rewrite equation(55) as follows 

2

4Ate
E[U(t,x)] E[ ( x,B)E[ ]d

2t A




−



 −


=  −                                                                       (56) 

To prove eq (53) , we square the both sides of the equation  (40) 

2 2
1 2( )

4At
2

1 2 1 2

e
U (t,x) ( x,B) ( x,B) ]d d

2t A



  +
−



 −


=   −   −                                                        (57) 

Now, by taking the expectation to both sides of stochastic process , one can have 

2 2
1 2( )

4At
2

1 2 1 2

e
E[U (t,x)] E[ ( x,B) ( x,B) d d ]

2t A



  +
−



 −


=   −   −                                        (58) 

 

By entering  the expectation into the integration of equation,  we have  

 

2 2
1 2( )

4At
2

1 2 1 2

e
E[U (t,x)] E[ ( x,B) ( x,B) ]d d

2t A



  +
−



 −


=   −   −                                       (59) 

Since the  r.v.s. A and B are independent, we can rewrite  the equation as follows 

 

2 2
1 2( )

4At
2

1 2 1 2

e
E[U (t,x)] E[ ( x,B) ( x,B)] E[ ]d d

2t A



  +
−

 

 − −


=   −   −                                          (60) 

Illustrative example 

This section is devoted to giving a numerical example to explain the theoretical results 

which are introduced in the previous sections. In fact, we will focus on computing the mean and the 

variance of the stochastic process solution  for different value of alpha and for different value of t. 

The Maple (16)  computer software has been used to carry out this task. 

Example 6.1: Consider the random time-fractional heat diffusion equation in an infinite 

medium (1)-(2) when the medium is an inhomogeneous material so that it is better to 

represent to thermal diffusion coefficient by random variables. Where the thermal diffusion 
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coefficient A be a fourth order random variable which has beta distribution B(2, 1) and 

satisfy all related conditions which is stated in this paper. Also, we assume that the initial 

condition is Ψ(x, B) = 
2xe−  . In fact this example has been studied when α = 1 by M.-C. 

Casabán el al. [6]. In order to compute 

2

4Ate
E[ ]

A




−

 and 

2 2
1 2( )

4Ate
E[ ]

A



  +
−

. As in [6]  the integration 

in equation (34) and ( 35) has been approximated to 

  

2

4AtM

M

e
E[U(t,x)] E[ ( x,B)]E[ ]d

2t A




−

 −


=  −                                                    (61) 

  

2 2
1 2( )

4AtM M
2

1 2 1 2
M M

e
E[U (t,x)] E[ ( x,B) ( x,B)] E[ ]d d

2t A



  +
−

 − −


=   −   −                (62) 

where M = 4. The Newton-Cotes method has been implemented to find the approximate integral in 

equations (40) and (41). The results can be summarized in the following figures. Where Figure(1)- 

Figure(5) represent the approximate value of E[U (t, x)] for deferent value of α = 0.5, 0.6, 0.7, 0.8, 

0.9, 1 when t = 0.1, 1, 10, 50, 100. While Figure(6) - Figure(10) represent approximate value of 

the standard deviation of U (t, x) for deferent value of α = 0.5, 0.6, 0.7, 0.8, 0.9, 1 when t = 0.1, 1, 10, 

50, 100. The results of this example are agreed with the results in [6] of when α = 1. 

                                                             

 

 

 

 

 

 

 

 

 

E
[U

 (
0

.1
, 

x
)]

 

Figure 1: The approximate for expectation  E[U (t, x)], for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t =[0, 1] .   
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Figure 2: The approximate for expectation  E[U (t, x)], for deferent value of α = 0.5, 0.6, 

0.7, 0.8, .9, 1 at t= [ 0, 0.5] .   

 

E
[U

 (
1

, 
x

)]
 

Figure 3: The approximate for expectation  E[U (t, x)], for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t = [ 0, 0.25] .   
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Figure 4: The approximate for expectation  E[U (t, x)], for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t= [ 0, 0.16 ].   

 

E
[U
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x
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E

[U
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0

0
, 
x
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Figure 5: The approximate for expectation  E[U (t, x)], for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t= [0, 0.14] .   
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Figure 7: The approximate the standard deviation of U (t, x), for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t= [ 0, 0.08].   

 

Figure 6: The approximate the standard deviation of U (t, x), for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t= [0, 0. 006].   
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Figure 8: The approximate the standard deviation of U (t, x), for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t= [0, 0.6].   

 

Figure 9: The approximate the standard deviation of U (t, x), for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t=[0,0.4] 
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6. Conclusions 

It is well known fact that the heat diffusion equation investigates the concept of spread of heat 

randomly in the medium at different rates and in any directions. The physical principle of the 

conductivity constant is associated with the speed of the heat flux of the medium during the 

temperature changing over time. The spread rate of the heat is proportional to the conductivity 

constant. Therefore  the conductivity constant plays a fundamental role in the behavior of the 

solution of the heat diffusion equation. If the medium is an inhomogeneous material 

(containing impurities), then it is better to represent to conductivity constant by random 

variables. The other hand, the implementation of fractional derivatives instead of the classical 

derivatives to describe the heat diffusion equation is more nature since the fractional derivatives 

describes the changes in the non-local region, while the classical derivatives are in local. In this 

paper the solution of random time-fractional heat diffusion equation has been investigated in an 

infinite medium. Through this work, we  interested in applying the RFLT together with random 

Fourier transform to solve random time-fractional heat diffusion equation has been investigated 

in an infinite medium and study, the mean and variance of the stochastic process solution for 

different values of fractional derivative order.  

Figure 10: The approximate the standard deviation of U (t, x), for deferent value of α = 0.5, 0.6, 

0.7, 0.8, 0.9, 1 at t=[0,0.4] 

 



, 2020247-Vol. 38 (2),223                                                               Basrah Journal of Science 

 

245 
 

References 

[1] T. Abdeljawad, On conformable fractional calculus, Comput. Appl. Math. , 279 (2015) 57–66. 

[2] A. Zou , G. Lv,  H-L. Wu , Stochastic navier-stokes equations with caputo derivative driven by 

fractional noises, Math. Anal. Appl., 461(2018) 595-609. 

[3] N. Q. Ana ,Computationnal methods for random differential equations, Theor. appl., 2(2017)79-99. 

[4] S. M. Attieh , On stochastic conformable fractional linear differential equations,  Master’s thesis, 

University of Basrah, College of Sci. , (2019)29-40. 

[5]G. Calbo , J.-C. Cortés, L. Jódar , Mean square power series solution of random linear differential 

equations, Comput.  Math.  Appl., 59(2010) 559–572. 

[6] M.-C.Casabán  , R. Company,, J.-C.  Cortés, L. Jódar , Solving the random diffusion model in an 

infinite medium: A mean square approach,  Appl. math. Model. , 38( 2014) 5922–5933. 

[7] M.-C.Casabán, J.-C Cortés , Solving random model infinite meadiummean square approach, Analytic 

numerical solution of random parabolic models,  Math. Model.  Anal. , 23(2018) 68-85. 

[8] M.-C.Casabán, J.-C. Cortés, L. Jódar , A random laplace transform method for solving random mixed 

parabolic differential problems,  Appl. Math. Comput. , 259(2015)654–667. 

[9] M.-C.Casabán, J.-C. Cortés, L. Jódar , Analytic-numerical solution of random parabolic models: A 

mean square fourier transform approach,  Math.  Model. Anal.,  23(2018)79–100. 

[10] A.Chadha , D. N. Pandey ,D. Bahuguna , Faedo–galerkin approximate solutions of a neutral 

stochastic fractional differential equation with finite delay, Comput. Appl.  Math. , 347(2019) 

238–256. 

[11] R. Chiba , Stochastic heat conduction analysis of a functionally graded annular disc with spatially 

random heat transfer coefficients,  Appl. Math. Model. ,33(2009)507–523. 

[12] J.-C. Cortés , L.Jódar , L.Villafuerte, R. Villanueva , Computing mean square approximations of 

random diffusion models with source term, Math. Comput. Simul. ,76(2007) 44–48. 

[13] J.-C. Cortés, L.Jódar,F. Camacho ,L.Villafuerte  , Random airy type differential equations: Mean 

square exact and numerical solutions, Comput. Math. Appl.,  60(2010) 1237–1244. 

[14] M. Doob, J. D. Villafuerte , Stochastic Processes, John Wiley & Sons, 31 (1990)519-523. 

[15] X. Han, M. Kloeden, P. Elien., Random Ordinary Differential Equations and Their Numerical 

Solution , Springer Singapore, 85(2017)237-252. 

[16] V. V. Kulish Lage , J. L.Villafuerte,  Application of fractional calculus to fluid mechanics, J. fluids 

Eng., 124(2002) 803–806. 



, 2020247-Vol. 38 (2),223                                                               Basrah Journal of Science 

 

246 
 

[17] L. Jodar, J. C. Cortes, L. Villafuerte, A discrete eigenfunctions method for numerical solution of 

random diffusion models,  Differ. Equations  Appl., (2005) 457–466. 

[18] G. F. Lawler,  Introduction to stochastic processes, Chapman & Hall/CRC, 14(2006)102-119. 

[19] Y. Li, S. Long , A finite element model based on statistical two-scale analysis for equivalent heat 

transfer parameters of composite material with random grains,  Appl. Math. Model. , 33(2009) 

3157–3165. 

[20] Y. Li, Y. Wang The existence and asymptotic behavior of solutions to fractional stochastic evolution 

equations with infinite delay, J.  Differ. Equations, 266(2019) 3514–3558. 

[21] R. L. Magin , Fractional calculus models of complex dynamics in biological tissues, Comput. & 

Math. Appl. , 59(2010) 1586–1593. 

[22] R. L. Magin , C. Ingo, L. Colon-Perez, W. Triplett , T. H. Mareci , Characterization of anomalous 

diffusion in porous biological tissues using fractional order derivatives and entropy, Micro.  Poro.  

Mesoporous Mater. , 178(2013) 39–43. 

[23] P. S. Maybeck , Stochastic Models, Estimation and Control , Mathematics in Sci. and Eng.,  

Academic  Press of sci. & tech.  ,3 (1982)701-729. 

[24] T. N. Narasimhan, Fourier’s heat conduction equation: History, influence, and connections, Rev. 

Geophys. , 37(1999)151–172. 

[25] V. Natarajan,V. Balakrishnan, N. Mukunda ,  Einstein’s miraculous year , 10(2005) 35–56. 

[26] Y. Z. Povstenko, Fractional heat conduction in an infinite medium with a spherical inclusion, J. 

Entropy , 15(2013) 4122–4133. 

[27] Y. Z. Povstenko , Fractional heat conduction in infinite one-dimensional composite medium, Therm. 

St. ,  36(2013) 351–363. 

[28] T. T. Soong , Random Differential Equations in Science and Engineering,  Academic Press of sci. & 

tech. ,103 (1973)78-105. 

[29] L. Toniazzi, Stochastic classical solutions for space–time fractional evolution equations on a 

bounded domain, Math. Analy. Appl. ,469(2019) 594–622. 

[30] L. Villafuerte, C. Braumann, J.-C. Cortés ,L. Jódar ,  Random differential operational calculus: 

Theory and applications.,  Comput.  Math.  Appl. ,59(2010) 115–125. 

[31] Y. Wang, J. Xu , P. E. Kloeden , Asymptotic behavior of stochastic lattice systems with a caputo 

fractional time derivative Nonlinear Analysis, Theory  Meth.  Appl. ,135(2016) 205–222. 

[32] H.-Y.Xu, H.-T. Qi ,  X.-Y.  Jiang, Fractional cattaneo heat equation in a semi-infinite medium, China 

Phys. B , 22(2013)14-40. 

 



, 2020247-Vol. 38 (2),223                                                               Basrah Journal of Science 

 

247 
 

تحويل لابلاس الكسوري العشوائي  لحل مسائل الحرارة الكسورية العشوائية  المرتبطة بالزمن  في وسط  

 غير منته 

 نمحمد وحيد محا  ر,أياد ريسان خضي                                               

 قسم الرياضيات , كلية العلوم , جامعة البصرة                                          

 المستخلص 

تعد التحويلات التكاملية العشوائية من الادوات المهمة لحل مسائل انتشار الحرارة العشوائية  الا انه لايمكن تطبيقها لايجاد حل  

يعتمد  كسوري  توقع  مربع   عن  عبارة  التوقع   مربع  يكون  عندما  بالزمن   المرتبطة  العشواىية   الكسورية  الحرارة  معادلات 

المرتبطة بالزمن . هذه الدراسة  تقدم تعميما لتحويل لابلاس العشوائي الى تحويل لابلاس    ةالكسوري  المتطابقة  صيغة  مشتقة  

بصيغة    كسوري  مشتق  بأستخدام  العشوائي   الالالكسوري  المرتبطة   تطابقيمشتقة  العشوائية  الكسورية  الحرارة  مسائل  لحل 

بالزمن .حيث يتم ايجاد حل للمسألة اعلاه بستخدام صيغتي تحويل لابلاس الكسوري العشوائي مع تحويل فوريير العشوائي , ثم  

 حساب التوقع والتباين بقيم كسورية مختلفة .

 

 

 

 

 

 

 

 


